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Artificial Intelligence (AI):
• Simulation of intelligence by machines (namely, computers)

• Behaviour of an (artificial) system that humans see as intelligent
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Cybernetics: Norbert Wiener

one of the great mathematicians of the 20th century

formalized the concept of feedback control
“a study of vital importance to psychologists, 
physiologists, electrical engineers, radio engineers, 
sociologists, phylosophers, mathematicians, 
anthropologists, psychiatrists, and physicists.” 

1948
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Turing and I had an awful lot in common, and we would talk about that kind of question. 

He had already written his famous paper about Turing Machines, so called, as they call 
them now, Turing Machines. They didn’t call them that then.

And we spent much time  discussing the concepts of what’s in the human brain. How the 
brain is built, how it works and what can be done with machines and whether you can 
doanything with machines that you can do with the human brain and so on.
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McCulloch & Pitts, neuron model, 1943Hubel & Wiesel, neural basis of vision, 1959, 1962

No
bel
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Frank Rosenblatt, 
perceptron, 1957

Ted Hoff & Bernard Widrow, 
ADALINE, 1960

Beginnings of neural networks

Beginnings of machine learning

McCulloch-Pitts neurons, 
learning via “error feedback”

sum decision

Error backpropagation/feedback is still the
core of modern ML

Early machine learning
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“in 20 years, machines will do any
human task”   1965

Premature optimism

“within a generation (...) the problem
of creating AI will be solved”  1967

“perceptrons will be fired to the planets as 
mechanical space explorers”   1958

first artificial neural network: perceptron
1957
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AI and neural networks winter

Minsky & Papert, 1969

travou a fundo a investigação conexionista,
reforçou a vertente “simbólica”

Lighthill report, 1972
“as descobertas feitas até hoje não produziram 
 os impactos prometidos”
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?
by Yutaka Matsuoby Yutaka Matsuo

AI Winters and Booms

good old-fashioned AI

- Generalization of personal computers
- The Internet was born
- End of the USSR

..…
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Neural networks: 3 decades of evolution (1957-1989)

Frank Rosenblatt, perceptron, 1957

Sejnowski & Hinton, Boltzman
machines, 1983

Hopfield networks, 1982 Rumelhart, Hinton, Williams, backpropagation, 1986

Prior work by Linnainmaa (1970, 1976),
Werbos (1974), LeCun (1985)

Yann LeCun, deep convolutional networks, 
1989 (inspired by Hubel & Wiesel)

Turin
g
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g
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The ImageNet moment
2012
ImageNet (2009): 14 million images, 
                                20000 categories

ImageNet Large Scale Visual Recognition Challenge
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Zoo of neural networks
Zoo of neural networks



16

Also in speech recognition

first DNN 
for speech
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Text generation and chatting: GPT-4 and Chat GPT
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How/why did it happen?
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1994

1995

Internet was small: 
you could have a “guide”

Only 30 years ago...
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access to (and production of) data in huge scale 
video, photos, location, purchases, social networks, medical/health, science, …

Technological (r)evolutions
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Technological (r)evolutions
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Technological (r)evolutions



24

Technological (r)evolutions
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1 000 000 x

1995-2015

Technological (r)evolutions
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Pushed by a business paradim shift

• super-abundant contents: loss of value

• super-abundant contents: search becomes crucial

• how to monetize search? publicity!

• online commerce: recommendation

• how to monetize  social networks? publicity!

ML plays a 
central role!
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Business paradigma change

@Tobias Rose-Stockwell
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Mobile phones are user-data harvesting devices



29

• Business model behind Facebook, Google, Amazon, Twitter, … 

• Massive gathering and AI-based analysis of user information.

• Product: behavioral “futures”.

• “If you’re using the service for free, you’re the product.”

• Implications: privacy, addiction, behavior manipulation, 
threat to democracy, …

• Solutions: regulation, awareness, education, literacy, …
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Frictionless reproducibility 
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Classical paradigm: supervised learning

Fundamental bottlenecks: 

• data scarcity

• label scarcity (human expertise is very expensive)

Several approaches:

• data augmentation

• synthetic data

• transfer learning
} still supervised learning

• New paradigm: self-supervised learning



33

Recent paradigm shift...

Foundation models: pretrain on raw data 
        (maybe) adapt (fine-tune) to various downstream applications
        Self-supervised pretraining: surrogate task, e.g., masked/next word prediction
                       key advantage: no human intervention!
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Bommasani et al, 2022

Not AGI, but GAI!
blog.research.google
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Data Flow: Mobile networks feed AI with essential data.

AI Access: Connectivity enables AI services on-the-go.

Instant AI: Real-time communication powers immediate AI responses.

Cloud Link: Networks connect devices to AI in the cloud.

Global Insights: Communication enables AI's worldwide data analysis.

Data Transfer: Essential for AI's data needs.

Edge AI: Networks support fast, local AI processing.

IoT: Communications link AI with IoT devices for smart automation.
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THANK YOU!

AI and mobile communications are deeply intertwined! 


