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Artificial Intelligence (Al):

« Simulation of intelligence by machines (hamely, computers)

« Behaviour of an (artificial) system that humans see as intelligent

At last — a computer progran
can beat a champion Go player,

Provide a short definition of what is artificial intelligence.

SONGBIRDS
ALA CARTE
ons | Do

Artificial Intelligence (Al) is a field of computer science dedicated
to the creation of systems capable of performing tasks that
normally require human intelligence. These tasks include
learning from experience, understanding natural language,
recognizing patterns, solving problems, making decisions, and
exhibiting creativity. The goal of Al is to make machines smarter
and more human-like in their functioning, and it ranges from
simple rule-based systems to complex machine learning and
deep learning models.
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A QUARTERLY REVIEW
oF

PSYCHOLOGY AND PHILOSOPHY

I—COMPUTING MACHINERY AND
INTELLIGENCE

By A.M.TuriNGg

1. The Imstation Game.

I PrOPOSE to consider the question, ‘Can machines think ?’
This should begin with definitions of the meauing of the terms
‘machine ’and ‘ think *. The definitions might be framed 80 as to
reflect 8o far as possible the normal use of the words, but this
attitude is dangerous. If the meaning of the words ‘ machine’
and ‘ think ’ are to be found by examining how they are commonly
used it is difficult to escape the conchusion that the meaning
and the answer to the question, ‘ Can machines think ?” is to be
sought in & statistical survey such as a Gallup poll. But this is
absurd. Instead of attempting such a definition I shall replace the
question by another, which is closely related to it and is expressed
in relatively unambiguous words.

The new form of the pmblem can be deaeribed in terms of
& game which we call the ‘imitation game’. It is played with
three people, a8 man (A), a woman (B), and an mterrogator (C) who
may be of either sex. The interrogator stays in a room apart



Cybernetics: Norbert Wiener

one of the great mathematicians of the 20th century 1948

] “a study of vital importance to psychologists,
formalized the concept of feedback control physiologists, electrical engineers, radio engineers,

sociologists, phylosophers, mathematicians,
anthropologists, psychiatrists, and physicists.”



1956 Dartmouth Conference:
The Founding Fathers of Al

Claude Shannon Ray Solomonoff Alan Newell

Herbert Simon Arthur Samuel Oliver Selfridge Nathaniel Rochester Trenchard More




How Claude Shannon Helped Kick-start Machine
Learning > The “father of information theory” also paved
the way for Al

BY RODNEY BROOKS | 25 JAN 2022 | 3 MIN READ | []




Turing and | had an awful lot in common, and we would talk about that kind of question.

He had already written his famous paper about Turing Machines, so called, as they call
them now, Turing Machines. They didn’t call them that then.

And we spent much time discussing the concepts of what’s in the human brain. How the
brain is built, how it works and what can be done with machines and whether you can
doanything with machines that you can do with the human brain and so on.




Hubel & Wiesel, neural basis of ViSiOﬂ, 1959, 1962 McCulloch & PIttS, neuron model, 1943
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Early machine learning McCulloch-Pitts neurons,
learning via “error feedback”

Frank Rosenblatt,
perceptron, 1957

{ﬁ‘ e 30 Beginnings of neural networks
/ S— Beginnings of machine learning

Ted Hoff & Bernard Widrow,  Error backpropagation/feedback is still the
ADALINE, 1960 core of modern ML



Premature optimism

The Shape of

Automation for Men
| and Management

Herbert A. Simon

HARPER TORCHBOOKS § 81245 / $1.25

“in 20 years, machines will do any
human task” 1965

| MARVIN L MINSKY

Computation =
Finite ‘
and

“within a generation (...) the problem
of creating Al will be solved” 1967

first artificial neural network: perceptron
1957

NEW NAVYDEVICE | &=
LEARNS BY DOING| =

Psychologist Shows Embryo!
of Computer Designed to
Read and Grow Wiser

‘WASHINGTON, July- 7 (UPT)
—The Navy revealed the ém-
bryo of an electronic computer|
today that it expects will be
able to walk, talk, see, write,
reproduce itself and be con-|
scious of its existence,

demonstration for newsmen.,

The service said it would use|
this principle to build the first|
of its Perceptron thin] a-
chines that will be able

“perceptrons will be fired to the planets as

mechanical space explorers” 1958
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Al and neural networks winter

Minsky & Papert, 1969

travou a fundo a investigagédo conexionista,
reforcou a vertente “simbdlica”

Lighthill report, 1972

“as descobertas feitas até hoje ndo produziram
os impactos prometidos”

11



Al Winters and Booms

good old-fashioned Al

- Generalization of personal computers
- The Internet was born

- End of the USSR

Boom 3

“Machine Learning"

Boom 2

“Expert Systems”

4

Winter 1 Winter 2

knowledge
engineering
DENDRAL, MYCIN
AAAL JSAI PROLOG, Lisp

FGCS, SCI, MCC, Alvey, ESPRIT

Feigenbaum, Brooks

heuristic
search

General Problem Solver
Samuels’ Checkers Program

MIT, CMU, Simon, Newell,
Stanford  McCarthy, Minsky

1970s 1980s 1990s 2000s 2010s

1960s

Social excitement
and concern

Success of
AlphaGo,
Libratus, etc...

Deep Learning

Autonomous
Vehicles

Autonomous
Weapons

“Al for Social Good"?

by Yutaka Matsuo




Neural networks: 3 decades of evolution (1957-1989)

Rumelhart, Hinton, Williams, backpropagation, 1986

Prior work by Linnainmaa (1970, 1976),
Werbos (1974), LeCun (1985)
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Sejnowski & Hinton, Boltzman Yann LeCun, deep convolutional networks,
machines, 1983 1989 (inspired by Hubel & Wiesel)
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The ImageNet moment
2012

ImageNet (2009): 14 million images,
20000 categories
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Zo0o of neural networks
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Also in speech recognition

Logarithmic scale
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Science & technology | Al and Diplomacy ACKGAMMON WAS an easy win. Chess, harder. Go, harder still. But for some
Another game falls to an Al player B aficionados it is only now that artificial intelligence (A1) can truly say it has

joined the game-playing club—for it has proved it can routinely beat humans at
This time it is one that involves negotiation and double-dealing .
Diplomacy.

o 3
A SClel’lce Current Issue First release papers Archive About v ( Submit manuscript )
— P

HOME > SCIENCE > FIRST RELEASE > HUMAN-LEVEL PLAY IN THE GAME OF DIPLOMACY BY COMBINING LANGUAGE MODELS WITH STRATEGIC REASONING

Nov 23rd 2022 RESEARCH ARTICLE

Human-level play in the game of Diplomacy by combin-
ing language models with strategic reasoning

EMILY DINAN " E FARINA , COLIN FLAHERTY

+17 authors | Authors Info & Affiliations

SCIENCE - 22 Nov 2022 - FirstRelease - DOl 10.1 /
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Text generation and chatting: GPT-4 and Chat GPT

18



How/why did it happen?

19



Only 30 years ago...

99 YAHOO! ©-9 —¢ 5 i e

New Cool g < 4"”e va\\"d’ :
ROTEIRO PRATICO

= prodi You could win 1 :
@plnt:‘r};ot" petais $10.000! wWeeklv Picks DA
INTERNET

Get Local
Search Options

Yellow Pages - People Search - City s -- Stock Quotes - Sports S

Arts and Humanities - Architecture. Photography. Literature...
Business and Economy [Xtra!] - Companies. Investments. Classifieds...

Computers and Internet [Xtra!] - Internet. WWW. Software. Multimedia...

Education - Universities, K-12. College Entrance...

Internet was small:
you could have a “guide”



Technological (r)evolutions

ESSENTIAL DIGITAL HEADLINES

OVERVIEW OF THE ADOPTION AND USE OF CONNECTED DEVICES AND SERVICES

71 -

GLOBAL OVERVIEW

TOTAL UNIQUE MOBILE
POPULATION

INTERNET ACTIVE SOCIAL
PHONE USERS USERS MEDIA USERS

791 5.31 4.95 4.62

BILLION BILLION BILLION BILLION
URBANISATION vs. POPULATION vs. POPULATION vs. POPULATION
57.0% 67.1%

62.5% 58.4%
SOURCES: UNITED NATIONS; U.S. CENSUS BUREAU; GOVERNMENT BODIES; GSMA INTELLIGENCE; ITU; GWI; EUROSTAT; CNNIC; APJII; CIA
EARNINGS REPORTS; OCDH; TECHRASA; KEPIOS ANALYSIS. ADVISORY: SOCIAL MEDIA USERS M

PANY ADVERTISING RESOURCES AND e
RS MAY NOT REPRESENT UNIQUE I}

CIA WORLD FACTBOOK; COMPAN
{DIVIDUALS. COMPARABILITY: SOURCE ANC

sEngseeee gre. | Hootsuite*
access to (and production of) data in huge scale
video, photos, location, purchases, social networks, medical/health, science,

21



Technological (r)evolutions

www.mattimattila.fi 2015

ereamnll

1990 1995 2000 2005 2010 @35%%5®@ 2015

i Mobile device size evolution

22



Technological (r)evolutions
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Technological (r)evolutions

Historical cost of computer memory and storage

Measured in US dollars per megabyte.

100 million $/MB
1 million $/MB
10,000 $/MB
100 $/MB

1 $/MB

0.01 $/MB

Memory

Flash
<0.001 $/MB Solid state
Disk

1956 1970 1980 1990 2000 2010 2020

Source: John C. McCallum (2022) OurWorldInData.org/technological-change « CC BY
Note: For each year the time series shows the cheapest historical price recorded until that year.




Calculations per second per constant dollar

120 Years of Moore’s Law
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Pushed by a business paradim shift PTATID RSO G

Google facebook
+59%

» super-abundant contents: loss of value
» super-abundant contents: search becomes crucial

* how to monetize search? publicity! (50 oZle -.

2014 2015 2014 2015 2014 2015
« how to monetize social networks? publicity! = Youlll® m y

* online commerce: recommendation 6

YouTube Ad Revenues
In billions (S)

Z TRADITIONAL
amazon RETAILER

e $10.50
NORDSTROM *[TICOCYS ¢013

$7.80 $6.29
$5.54

BEsT
BUY

$4.70
$5.58 $3.03

- . . . l

2016E 2017€ 2018E 2019E 2020€E

me” ney| TARGET
\

Sears Walmart




Business paradigma change

@Tobias Rose-Stockwell

Aaterial
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ATTENTION
RCHANTS

THE EPIC SCRAMBLE TO GET INSIDE CUR HEADS

IMWU 4

AUTHOR OF THE MASTER SWITCH /3 &

]

¥
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Mobile phones are user-data harvesting devices
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Android aus

Wordmark and logo used since 2023

Developer Various (mostly Google)
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Business model behind Facebook, Google, Amazon, Twitter, ...

Massive gathering and Al-based analysis of user information.

Product: behavioral “futures”.
“If you're using the service for free, you're the product.”

Implications: privacy, addiction, behavior manipulation,
threat to democracy, ...

Solutions: regulation, awareness, education, literacy, ...

THE AGE OF
SURVEILLANCE
CAPITALISM

SHOSHANA
ZUBOFF

Groundbreaking, magisterial ... unmissable

29



$ million
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Source: Bloomberg, April 2018
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INVESTMENTS

The World's Biggest
R&D Spenders

Companies with the highest R&D investment
expenditure in 2020 (in billion U.S. dollars)
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d I'le > stat > arXiv:2310.00865

Statistics > Other Statistics

Data Science at the Singularity
2023 International Conference on Statistics and Data Science

Lisbon, Portugal - [Submitted on 2 Oct 2023]

David Donoho

Data Science at the Singularity

David Donoho

Frictionless reproducibility

[FR-1: Data] datafication of everything, with a culture of research data sharing. One can now
find datasets publicly available online on a bewildering variety of topics, from chest x-rays to
cosmic microwave background measurements to uber routes to geospatial crop identifications.

[FR-2: Re-execution] research code sharing including the ability to exactly re-execute the same
complete workflow by different researchers.

[FR-3: Challenges] adopting challenge problems as a new paradigm powering scientific research.
The paradigm includes: a shared public dataset, a prescribed and quantified task performance
metric, a set of enrolled competitors seeking to outperform each other on the task, and a public
leaderboard. Thousands of such challenges with millions of entries have now taken place, across
many fields.




Classical paradigm: supervised learning

Fundamental bottlenecks:
« data scarcity

« label scarcity (human expertise is very expensive)

Several approaches:
« data augmentation
« synthetic data still supervised learning

 transfer learning

32



Recent paradigm shift...

: pretrain on raw data
(maybe) adapt (fine-tune) to various downstream applications

: surrogate task, e.g., masked/next word prediction
key advantage: no human intervention!

A Pretraining
Masking

=

“Would you tell me, please, which way | ought to go from here?”
“That depends a good deal on where you want to get to,” said the Cat.
“I don't much care where—" said Alice.

“Then it doesn't matter which way you go,” said the Cat.
“—solong as | get somewserg” Alice added as an explanation.

“Oh, you're sure to do that,” said the Cat, “if you only walk long enough.”

— Original text
Large corpus L

“—s0 long as| get somenerg” Alice - asan explanation.

“Oh, - . todo that,” said the Cat, “if . only . long enough.”

Language model

“Would you tell me, - whichway I- to go from here?”

L ]
“That [ 2l ceal on where you want to get to,” said the Cat. : : -
“\-much care where: ”.Allcc. 80 0 0
. . " ® o o o
Thenit doesmmtler-.you 9o," said the Cat. 5. .

e o

L

Masked text

“I don't much care where-

“Then it doesn't matter which w

“Would you tell me, sir, which way | need to go from here?”
“That depends a good deal on where you want to get to,” said the Cat.

“ said Alice.

yyougo,” said the Cat.

“—solong as | get somewsierg” Alice added as an explanation.
“Oh, no need to do that,” said the Cat, “if one only waits long enough.”
Predicted text

(unlabeled text)

B Fine-tuning

Loss

Fine-tuned model

We wish to suggest a structure for the salt of deoxyribose
\/ nucleic acid (DNA). This structure has novel features
Small labeled
dataset

which are of considerable biological interest.

Text

2 e Topic: Biology (97%)

Prediction



Open-Source
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The Rise and Rise of A.I. ) size = no. of parameters open-access
Large Language Models (LLMS)&theirassociatedbotslikeChatGPT
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Bommasani et al, 2022

Not AGI, but GAI!
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ChatGPT: A Meta-Analysis after 2.5 Months

Christoph Leiter and Ran Zhang and Yanran Chen
and Jonas Belouadi and Daniil Larionov and Vivian Fresen and Steffen Eger
{ran.zhang,christoph.leiter,daniil.larionov, jonas.belouadi,steffen.eger}
@Quni-bielefeld.de, ychen@techfak.uni-bielefeld.de, V.Fresen@crif.com

Natural Language Learning Group (NLLG) Abstract
Faculty of Technology, Bielefeld University

ChatGPT, a chatbot developed by OpenAl, has
gained widespread popularity and media atten-

Exam results (ordered by GPT 3.5 performance) GPT 4 tion since its release in November 2022. How-

Estimated percentile lower bound (among test takers) GPT 4 (n%\lg_ls_lgns) — ever, little hard evidence is available regardmg

100% —

its perception in various sources. In this paper,
we analyze over 300,000 tweets and more than
150 scientific papers to investigate how Chat-
GPT is perceived and discussed. Our findings
show that ChatGPT is generally viewed as of
high quality, with positive sentiment and emo-
tions of joy dominating in social media. Its
perception has slightly decreased since its de-
but, however, with joy decreasing and (nega-
tive) surprise on the rise, and it is perceived
more negatively in languages other than En-
glish. In recent scientific papers, ChatGPT is
characterized as a great opportunity across var-
ious fields including the medical domain, but
also as a threat concerning ethics and receives
mixed assessments for education. Our compre-
hensive meta-analysis of ChatGPT’s current
perception after 2.5 months since its release
can contribute to shaping the public debate and
informing its future development. We make
our data available.!
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Let's discuss modern applications of Al in the field of mobile communications,
including in mobile communication research, development, and engineering.

© chatGPT
Certainly! Here's a condensed version of each point:

1. Network Optimization: Al improves traffic management, reduces costs, and enhances
efficiency in network operations.

2. 5G and Beyond: Al dynamically manages complex networks, ensuring higher data
rates and lower latency.

3. Signal Processing: Al aids in real-time adaptation for better signal quality and
efficient data transmission.

4. User Experience: Al personalizes mobile device experiences with intelligent
assistants and context-aware services.

5. Security: Al detects anomalies and threats in network security, protecting user data.

6. Energy Efficiency: Al reduces the energy consumption of mobile networks through
intelligent resource management.

7. R&D Acceleration: Al speeds up testing and development of new mobile technologies
and protocols.

8. Customer Service: Al-driven chatbots provide quick, automated customer support.

9. Edge Computing & loT: Al processes data in real-time at the edge, crucial for loT
devices.

10. Market Analytics: Al analyzes trends and customer behavior for targeted marketing

and product development.
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Data Flow: Mobile networks feed Al with essential data.
Al Access: Connectivity enables Al services on-the-go.
Instant Al: Real-time communication powers immediate Al responses.

Cloud Link: Networks connect devices to Al in the cloud.

Global Insights: Communication enables Al's worldwide data analysis.

Data Transfer: Essential for Al's data needs.
Edge Al: Networks support fast, local Al processing.

loT: Communications link Al with loT devices for smart automation.
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Al and mobile communications are deeply

THANK YOU!
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